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Abstract— In today's era of automation, there is a growing need 

for automating the evaluation of hand-written MCQs (Multiple 

Choice Questions) answer sheets. The traditional method of 

manually checking these answer sheets is time-consuming and 

requires a significant amount of manpower. The aim of this 

journal is to introduce an MCQ-CNN that uses deep learning to 

automatically evaluate hand-written MCQs answer sheets, 

thereby reducing the need for human intervention and saving 

time. By inputting the answer key into the application, the system 

can evaluate the answers provided by students and allocate marks 

accordingly. This automated approach can help reduce the 

workload of teachers and make the evaluation process more 

efficient. With the increasing popularity of online learning and 

the need for fast and accurate evaluations, this application can be 

a valuable tool for educational institutions. 
 

Keywords— The assessment of multiple-choice questions, the 

extraction of handwritten text, and the utilization of deep learning 

algorithms. 

I. INTRODUCTION 

In the modern world, evaluating MCQs answer sheets is a 
crucial part of many examinations, and it is usually done manually 
by teachers. However, this can be a daunting task, particularly if 
the number of students is significant. Automating the MCQs 
answer checking process can make it more efficient, transparent, 
and fair, eliminating any chances of biasedness from the teacher's 
side. While OMR sheets are commonly used for MCQs exams, 
they require expensive evaluation machines and can be 
challenging to bubble correctly. Furthermore, there are no existing 
tools to evaluate handwritten MCQs. 

 

This project aims to introduce an application that utilizes deep 
learning to evaluate MCQ answer-type exams. The application 
can be implemented in various educational institutions to 
streamline the evaluation process. When the application is 

launched, the user is presented with two options: Evaluate a 
Single Image or a Folder of Images. If the user selects the 
"Implement with Image" option, they are prompted to upload the 
Image, key, marks for the correct answer, and marks for the 
wrong answer. After filling in these fields, the user can press the 
"Result" button, and the marks obtained are displayed on the 
output screen. Alternatively, if the user selects the "Implement 
with Folder of Images" option, they are prompted to upload a zip 
file of images and an excel sheet with roll numbers, key, marks 
for the correct answer, and marks for the wrong answer. Upon 
filling in these fields and pressing the "Result" button, an excel 
sheet with marks is downloaded as output. 

II. LITERATURE SURVEY (RELATED WORK) 

 

 The paper by Jamshed Memon, Maira Sami, 

Rizwan Ahmed Khan, and Mueen Uddin in 2020 

discusses the significance of Optical Character 

Recognition (OCR) in converting handwritten 

documents into analyzable, editable, and 

searchable data. They highlight the use of artificial 

intelligence and machine learning tools in this 

field. 

 Shubham Sanjay Mor, Shivam Solanki, and 

Saransh Gupta's 2019 paper presents a new 

approach to handwriting recognition using Deep 

learning and computer vision. They utilize the 

Emnist dataset and Convolutional Neural 

Networks (CNN) to create an Android application 

for handwritten text detection and conversion into 

digital form. 

 In a 2019 paper by NishaPawar1, ZainabShaikh2, 

PoonamShinde3, and Prof. Y.P. Warke, they 

discuss the increasing use of digital technology for 

capturing images containing textual data that needs 

to be stored or edited. They propose the use of 
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Tesseract OCR Engine for Optical Character 

Recognition. 

 The 2017 article by Nada Farhani, Naim Terbeh, 

and Mounir Zrigui focuses on the conversion of 

information between different modalities such as 

text and image. They explore the evolution of 

human-machine communication and its impact on 

natural communication modalities such as speech, 

gestures, sound, and vision. 

III. SYSTEM IMPLEMENTATION (METHODOLOGY) 

A. Development Enviornment: 

The analysis of student's answer sheets in our application is 

performed using Deep Learning techniques, which is 

executed in Google Colab Notebook. This Notebook is a 

widely used open-source tool for conducting data science 

projects and experiments, and it is based on the web. Many 

machine learning applications utilize this notebook. To 

develop the frontend of our application, we used the Anvil 

framework. Anvil is a Python framework that makes it easy 

to create a frontend for our Python application. We can also 

deploy our backend code to Anvil server and access our 

application from anywhere in the world using the web. 

B. Dataset Preparation:  

We are using two datasets in our project. One of the dataset 

being used in our project is "Handwriting Recognition," 

which was downloaded from Kaggle. It includes over 

400,000 handwritten names collected through charity 

projects. Character recognition technology uses image 

processing techniques to transform characters from scanned 

documents into digital formats. While it works well with 

machine-printed fonts, recognizing handwritten characters is 

still challenging for machines due to the vast differences in 

individual writing styles. The dataset contains a total of 

206,799 first names and 207,024 surnames, which have been 

split into a training set (331,059), testing set (41,382), and 

validation set (41,382).The another is 

"HandWritten_Character" dataset is a publicly available 

dataset on Kaggle. It contains 20,000 images of handwritten 

characters from 0 to 9 and A to Z in uppercase and lowercase 

letters. The dataset is suitable for training and evaluating 

machine learning models for character recognition tasks. 

Each image is of size 32 x 32 pixels and is in grayscale 

format. The dataset can be downloaded for free from the 

Kaggle website and can be used for research and educational 

purposes. 

C. Preprocessing: 

To prepare the "Handwriting Recognition" dataset images for 

CNN model training, the following preprocessing steps are 

necessary.  

 Initially, converting the images to grayscale is essential 

since character recognition does not require color 

information. This action simplifies feature extraction 

and reduces image dimensions. 

  The images' pixel values may be normalized next to a 

standard range to make the training process more 

efficient. Normalizing is accomplished by dividing the 

pixel values by the maximum pixel value of 255 in 

grayscale images. Doing this prevents neural network 

activation function saturation.  

 The images are then resized to a fixed size to ensure all 

images have the same dimensions for CNN input. Data 

augmentation techniques can be employed to create 

more variations in the dataset. This technique involves 

random image transformations such as rotation, scaling, 

and shearing to create new data variations. 

  Finally, dividing the dataset into training, validation, 

and testing subsets, typically in an 80:10:10 ratio, is 

required. The training set is used to train the CNN 

model, while the validation set is used to fine-tune hyper 

parameters and prevent overfitting. Lastly, the testing 

set is used to evaluate the model's final performance on 

unseen data. 

 

D. Model Building and Training 

 The  convolutional neural network (CNN) designed to 

classify images. The model consists of several layers 

that are arranged in a sequence to extract features from 

images and classify them into one of 35 possible classes. 

 The first layer of the model is a 2D convolutional layer 

with 32 filters and a kernel size of (3,3). The layer 

applies ReLU activation function, which is commonly 

used in CNNs. The layer's padding is set to "same", 

ensuring the output size is identical to the input size. 

The layer receives a grayscale image of 32x32 pixels as 

input. 

 Next, a max pooling layer is added with a pool size of 

(2,2). This layer reduces the output's spatial size from 

the previous layer, which helps avoid overfitting. 

 Then, another 2D convolutional layer is added with 64 

filters and a kernel size of (3,3). The layer applies the 

ReLU activation function, and it is followed by another 

max pooling layer with a pool size of (2,2). 

 The third layer is a 2D convolutional layer with 128 

filters and a kernel size of (3,3). This layer also uses the 

ReLU activation function, followed by another max 

pooling layer with a pool size of (2,2) 

 The output of the previous layers is flattened into a one-

dimensional array and fed into a fully connected dense 

layer with 128 neurons and ReLU activation function. A 

dropout layer is added to prevent overfitting, with a 

dropout rate of 0.2. 

 Finally, the output is passed to a dense layer with 35 

neurons and softmax activation function. The softmax 

function produces a probability distribution over the 35 

possible classes, with each value indicating the 

probability of the input belonging to that class. 

 In conclusion, this CNN model follows a standard 

architecture for image classification tasks. The 

successive convolutional layers extract increasingly 

complex features from the input image, while the max 

pooling layers help prevent overfitting. The dropout 

layers also contribute to preventing overfitting by 

randomly dropping out neurons during training. The 

final dense layer with soft max activation function 

produces a probability distribution over the possible 

classes, allowing the model to classify input images 

with confidence. 

 We have trained our model by up to 50 epoch .In each 

epoch we have gave  random 2385 images as sample. 
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E. HELPFUL HINTS AND FIGURES 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

IV. EXPERIMENTS & RESULTS 

The image is taken as input and preprocessed to remove 

unwanted noise. Then, the image is fed into the MCQ-CNN to 

extract the text. The extracted data is collected in a list and the 

options written by the student are extracted from within the 

brackets and stored in the same order in the list. After that, the 

list of student options is compared with the key. If the values at 

the same index match, marks are assigned. For a folder of 

images, the names are first converted to numbers, and then the 

images are sorted numerically. The same procedure is followed 

for each image in the folder and the results are stored in an Excel 

sheet.. Our model is getting accuracy of 94%. 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.System Architechture 

Figure 2. Flow chart 

 
Figure 3.Loss Graph 

 

 

 

Figure 5.HomePage 

 

Figure 6.Single Image Page 

 

Figure 7.Folder of Images Page 

 

 
Figure 4.Accuracy Graph 
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V. CONCLUSION 

The project report titled "Hand Written MCQs Evaluation Using 

Deep Learning" has reached its final stage. The application was 

developed with meticulous attention to possible errors, making it 

highly efficient and dependable. By automating the evaluation 

process, the system not only saves time but also reduces the 

workload of teachers, making the process more efficient. Our 

model is getting accuracy of 94%. 

VI. FUTURE WORK 

The application is highly robust, which presents numerous 

opportunities for future improvisation. Once the application has 

been approved and authenticated, it will be implemented. Further 

work will involve creating an algorithm that can accurately scan 

OMR sheets and fill in the blanks. We will investigate this 

algorithm to ensure high performance and accuracy. 
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